
Bittensor Double-Down Investment Memo (Aug 2024)

● Bittensor is a decentralized network that incentivizes the creation of machine intelligence.
Miners aggregate various resources needed to produce machine intelligence (e.g. compute, data,
bandwidth, electricity); validators ensure that resources are utilized in a way that drives economic
value; and users benefit from an ever-increasing gradient of more powerful and useful AI apps.

● Bittensor’s native token, TAO, is one of EV3’s core investments.We started building a
position in Q1’23 when the network consisted of roughly $30m of GPUs powering intelligence
comparable to GPT-2. Bittensor has since become the leading decentralized AI network by mind
share, market cap and trading volumes, connecting an estimated $150m worth of GPUs and
powering intelligence comparable to GPT-3.5—or better in certain domains.

● We believe decentralized AI’s “killer app” will emerge from the Bittensor ecosystem in the
next 18 months, driving a material re-rating of TAO to valuations comparable to leading
centralized AI companies (2-15x upside to OpenAI/Anthropic) and smart contract platforms
(10-30x upside to Ethereum/Solana). Bittensor’s ‘network-of-networks’ architecture features 50+
subnets, each of which represents a distinct shot on goal for spawning a killer AI app.

Investment Rationale

The investment case for TAO boils down to three beliefs:

1. Bittensor will spawn decentralized AI’s first killer app in the next 18 months.

2. Successful apps built in the Bittensor ecosystem accrue value to TAO.

3. Despite its (nominally) high valuation, Bittensor’s success is nowhere near priced in.

Further Reading
● Official:Website, Medium,Whitepaper
● Explorers: TaoStats, TaoPill, BittensorWiki
● Podcasts: Novelty Search, Bittensor Hub, OSS Capital, Proof of Coverage
● Research: Stateless, Collab+Currency, M31, Messari, Delphi, Teng Yan, TensorExchange, DMD

Apps/Demos built on Bittensor

BitMind deepfake image detection
Dippy roleplay chatbot
GoGo browser agent
Corcel chatbot
Omega any-to-any
Datura chatbot

NicheTensor text-to-image
MakeItAQuote text-to-image
TensorAlchemy text-to-image
Bettensor sports odds
Sportstensor sports odds
ScorePredict sports odds

GraphiteAI graph simulation
SkinScan cancer detection
MyShell text-to-speech
ItsAI deepfake text detection
Gen42 chatbot
NextPlace home prices

https://x.com/_kaitoai/status/1828812907620004328
https://x.com/_kaitoai/status/1813577591368163715
https://messari.io/assets/artificial-intelligence
https://messari.io/assets/artificial-intelligence?sort=Real+Volume+24H%3Adesc
https://bittensor.org/
https://blog.bittensor.com/
https://uploads-ssl.webflow.com/5cfe9427d35b15fd0afc4687/5f9db6530e76751ed452c7a1_bittensor.pdf
https://taostats.io/
https://taopill.ai/
https://bittensorwiki.com/
https://www.youtube.com/playlist?list=PLN0WJc6io8zqEknIutfyEjiJViazrxrzU
https://www.youtube.com/@TheBittensorHub
https://www.youtube.com/watch?v=9rzkFGclFMY
https://open.spotify.com/episode/5Bkn0nqSOtNaprPxktyT3X?si=1nnsEFKzR1O28OlzFY0oag&nd=1&dlsi=20675934c6dd4ffb
https://medium.com/stateless-ventures/the-bittensor-thesis-commodifying-intelligence-with-ai-blockspace-eace38bd0caa
https://medium.com/collab-currency/running-bittensor-9d0e810d2483
https://omnida.substack.com/p/ai-legos-the-bittensor-thesis
https://messari.io/report/the-dynamic-pulse-of-bittensor
https://members.delphidigital.io/feed/bittensors-new-tokenecon-empowers-subnet-ai-competition
https://tengsthoughts.com/p/bittensor-doomed
https://medium.com/@TensorExchange/bittensor-whitepaper-vs-reality-b7f94e559499
https://docsend.com/view/tcf7kqnuuivd9kpx
https://bitmindid.com/
https://bittensor.dippy.ai/play
https://gogoagent.ai/demos
https://app.sn19.ai/app/chat/3eb408c7-4088-4824-9d0c-e54075f4a18f?model=chat-llama-3-1-70b
https://anytoany.omegatron.ai/
https://chi.datura.ai/
https://studio.nichetensor.com/
https://x.com/makeitaquote
https://tensoralchemy.ai/
https://bettensor.com/games
https://app.sportstensor.com/
https://app.scorepredict.io/
https://graphite-ai.net/playground
https://skin-scan.ai/
https://huggingface.co/spaces/myshell-ai/OpenVoiceV2
https://app.its-ai.org/main/scan
https://chat.gen42.ai/login
https://nextplace.ai/map


Can the Bittensor ecosystem spawn a “killer AI app” in the next 18 months?

Today’s state-of-the-art AI lives within the walls of centralized companies and closed-source code. The
open-source community relies on the temporary generosity of Meta / Mistral / Stability to keep up, but the
performance gap remains wide. Bittensor is the only serious contender incentivizing open-source AI at a
scale that can compete with centralized providers: at current prices, TAO emissions represent >$3m of
daily incentives to open-source AI developers. Our diligence focused on determining if TAO emissions are
being used to incentivize open-source AI that has a viable path to beating state-of-the-art centralized AI.

TAO emissions are split across 46+ subnets focused on distinct parts of the AI stack. Miners compete to
produce the best (i.e., highest-ranked) responses, while minimizing offchain costs. Crypto- incentives
push miners to discover ever-more creative optimizations at breakneck speed: many subnets have seen
80%+ performance improvements in the first few months post-launch. There are subnets focused on:

● Data collection (21), labeling (33), and storage (13)
● Model pre-training (9), fine-tuning (37), inferencing (4), and evaluations (15)
● Generating images (26), 3D objects (17), and protein structures (25)
● Agents for roleplay (11), productivity (20), and DeFi (10)
● Trading stocks (28), crypto (8), sports (30), and prediction markets (6)
● Detecting fraudulent text (32), images (34), payments (14), and diseases (46)

Of the 46 active subnets, we estimate 10 are building real products with strong momentum (30% of total
emissions), 25 are promising but early (50% of emissions), and the rest are stagnant and/or likely to be
replaced as subnet competition intensifies (20% of emissions). Some of our favorites include:

1. SN25, built by Macrocosmos, incentivizes protein folding simulations. The state-of-the-art in
protein folding is Google’s AlphaFold3, which is publicly-accessible but with limits on usage (20
jobs/day), complexity (5k tokens/job), monetization (non-commercial only), and censorship (e.g.
viral pathogens). The second-best existing option for protein folding simulations is ROSIE, a
hosted solution built by researchers at Johns Hopkins with a 10+ day wait-time. SN25 has
already done more folding jobs in its first three months than ROSIE has in the past three years.

2. SN34, built by BitMind, incentivizes deepfake image detection models. BitMind developed a hard-
mixture-of-experts methodology that breaks down general deepfake detection into task-specific
modules (e.g., face recognition, object detection, frequency analysis). The latest benchmarking of
generalized deepfake detection models was published by Chinese researchers in Oct’23. SN34
miners outperformed the leading model on every metric, achieving an accuracy of 88% vs 82%.
You can query the models with real and/or fake images by uploading them at BitMindID.

3. SN2, built by Inference Labs, verifies the authenticity of models via zk-verified inference. The
subnet has attracted 4k+ CPUs and 30TB+ RAM in four months, surpassing Akash and Flux by
2-3x. Several protocols including Benqi (for yield optimizations) and TrustMachine (for contract
audits) have signaled their intent to use SN2-powered verified inference in production.

4. SN13, built by Macrocosmos, incentivizes the scraping of massive text datasets from online
sources. Scraping fresh text data from across the internet plays a critical role in training the next
generation of LLMs. The most notable crypto competitor, Grass, has 2m users and a ten-figure
private valuation. Grass released its first dataset of 550m Reddit posts in July. In August,
Macrocosmos released its first dataset: the top miners each scraped >300m posts, and the top
10 miners scraped 1.3B Reddit and Twitter posts in total—surpassing Grass by a factor of 2x.

https://github.com/OMEGAlabsinc/OMEGAlabs-anytoany-bittensor
https://github.com/afterpartyai/bittensor-conversation-genome-project
https://github.com/macrocosm-os/data-universe/
https://github.com/macrocosm-os/pretraining
https://github.com/macrocosm-os/finetuning
https://github.com/manifold-inc/targon
https://github.com/deval-core/De-Val
https://github.com/TensorAlchemy/TensorAlchemy
https://github.com/404-Repo/three-gen-subnet/
https://github.com/macrocosm-os/folding
https://github.com/impel-intelligence/dippy-bittensor-subnet
https://github.com/RogueTensor/bitagent_subnet
https://github.com/Sturdy-Subnet/sturdy-subnet
https://github.com/foundryservices/snpOracle
https://github.com/taoshidev/proprietary-trading-network
https://github.com/Bettensor/bettensor
https://github.com/amedeo-gigaver/infinite_games
https://github.com/It-s-AI/llm-detection
https://github.com/BitMind-AI/bitmind-subnet
https://github.com/palaidn/palaidn_subnet
https://github.com/safe-scan-ai/cancer-ai
https://www.macrocosmos.ai/
https://www.nature.com/articles/s41586-024-07487-w
https://alphafoldserver.com/about
https://rosie.graylab.jhu.edu/about
https://rosie.graylab.jhu.edu/about
https://huggingface.co/spaces/macrocosm-os/Sn25
https://bitmindid.com/
https://arxiv.org/pdf/2307.01426
https://bitmindlabs.notion.site/CAMO-Content-Aware-Model-Orchestration-CAMO-Framework-for-Deepfake-Detection-43ef46a0f9de403abec7a577a45cd075
https://bitmindid.com/
https://inferencelabs.com/
https://blog.inferencelabs.com/proof-of-inference-at-the-speed-of-tao-367fdf7e2697
https://benqi.fi/
https://testmachine.ai/
https://www.macrocosmos.ai/
https://www.getgrass.io/
https://blockworks.co/news/grass-data-verification-depin-funding
https://huggingface.co/datasets/OpenCo7/UpVoteWeb
https://huggingface.co/spaces/macrocosm-os/sn13-dashboard


5. SN11, built by Impel Labs, incentivizes role-playing LLMs for companion apps. The subnet is
already beating GPT-3.5 Turbo on emotional intelligence benchmarks with models that are an
order of magnitude smaller (8B vs 100B parameters). Impel Labs runs Dippy, an AI companion
app with 280k+ MAUs. In November, Dippy will replace its closed-source 40B-parameter model
with responses from SN11 miners running open-source 13B-parameter models for all its users.

6. SN39, built byWombo, incentivizes LLMs that run on consumer-grade devices. Currently, the
subnet rewards miners who optimize Stable Diffusion XL to run on Nvidia GeForce RTX 4090s. In
the past month, the top miner’s generation time has gone from 2.3s to 1.7s (26% improvement).
The Wombo team built and operates two image generation mobile apps with >200m downloads
which will integrate images generated by SN39 miners.

Momentum Promising But Early Likely Zero

Omron (2): zkML verified inference
Taoshi (8): time-series prediction
Pretraining (9): foundation models
Dippy (11): character roleplay LLMs
Data Universe (13): data scraping
Cortex (18): synthetic text data
Vision (19): distributed inference
Protein Folding (25): protein folding
BitMind (34): deepfake image detection
Edgemaxxing (39): consumer-grade AI

Targon (4): low-cost inference
Infinite Games (6): prediction markets
Subvortex (7): firewalls
Horde (12): distributed compute
PayPangea (14): payments fraud detection
DeVal (15): model evaluations
Omega (24): multimodal datasets
Omega (21): multimodal any-to-any
Foundry (28): S&P500 price prediction
ColdInt (29): collaborative training
Bettensor (30): sports predictions
Sportstensor (41): sports predictions
ScorePredict (44): sports predictions
NAS (31): neural architecture search
It’s AI (32): detect AI-generated text
Masa (42): structured data
LogicNet (35): mathematical analysis
BitAgent (20): productivity agents
Tensor Alchemy (26): image generation
Fine-tuning (37): fine-tuning LLMs
Training (38): distributed training
Chunking (40): chunking & retrieval
Graphite (43): graph optimizations
Gen42 (45): coding assistant
Safescan (46): cancer detection
Three-Gen (17): text-to-3D
SocialTensor (23): image generation

MyShell (3): text-to-speech
Kaito (5): text embeddings
Sturdy (10): DeFi yield optimizer
BitAds (16): advertising
Smart Scrape (22): sentiment analysis
Neural Internet (27): compute
ReadyAI (33): text annotation
Human Intelligence Primitive (36)

What makes the Bittensor ecosystem special? Bittensor enables any entrepreneur around the world to
register a subnet by staking ~$500k TAO and defining an objective function. Upon registration, a global
network of AI developers and infrastructure providers directs their attention and resources towards
continuously optimizing towards that objective function. Historically, Bittensor miners are able to achieve
10-25% monthly efficiency gains across virtually every layer of the AI infrastructure stack, and new open-
source AI models are integrated into subnets within days, if not hours. The registration fee will be reduced
over time and the number of subnets will continue to increase, lowering the barrier to joining the network.
Entrepreneurs who are world-class at designing useful incentives can - for the first time - build something
huge without having to raise capital, hire developers, or scale infrastructure. The speed and breadth of
permissionless innovation in Bittensor is unlike any other we’ve seen since the start of EV3—if Satoshi
were (is?) building in crypto today, we think he would be (is?) building on Bittensor.

https://www.dippy.ai/
https://x.com/angad_ai/status/1824125266647503162
https://www.angadarneja.com/blog/path-to-bring-tao-to-10m-users
https://www.w.ai/
https://discord.com/channels/799672011265015819/1241046233800507482/1276186339905241259
https://discord.com/channels/799672011265015819/1241046233800507482/1287420050055106757
https://dream.ai/
https://www.wombo.ai/


2. Does the success of Bittensor subnets imply the success of the TAO token?

TAO will fail if successful subnets fork away and/or otherwise disentangle themselves from the network.
There’s at least eight extractive subnets today with no intentions of driving meaningful long-term value,
collecting a few percentage points of total emissions. On a long-enough time horizon even well-meaning
subnets will look to capture more of their own value, unless there’s a sound economic mechanism that
locks them in. That mechanism - Yuma Consensus - is the core innovation behind Bittensor.

Bittensor’s design is best understood through the lens of progressive decentralization. The end-goal has
always been consistent: for TAO emissions to incentivize useful intelligence, i.e., intelligence that people
will pay for. In v1, the Opentensor Foundation defined the parameters for ‘usefulness’. The Revolution
upgrade in Q4’23 enabled anyone to create subnets with their own usefulness parameters; this removes
the dependency on the Foundation, but still requires validators to vote on emissions split across subnets.
In Q4’24, the upcoming Dynamic TAO upgrade will remove validator voting and replace it with a
market-driven mechanism: subnets will launch their own tokens on top of the Bittensor blockchain, with
TAO emissions deposited as single-sided liquidity into canonical AMM pools, weighted by the relative
market-driven valuations of the various subnet tokens.

Dynamic TAO’s design - with core token emissions bonded into protocol-owned liquidity against an
ecosystem of related subnet tokens - is the closest we’ve seen to the end-state of DePIN tokenomics. It
allows for extreme simplicity at the core protocol level, since the only job-to-be-done is to govern the
process for creating/destroying subnets and weighting rewards between them, pushing all complexity out
to the subnets. We expect other leading DePINs (e.g., Helium) will adopt similar structures over time.

Dynamic TAO drives defensibility by creating perfectly-competitive markets among each type of network
participant. All participants must stake TAO to earn a share of emissions. Emissions follow a Bitcoin-like
schedule, with 4-year halvings and a 21 million supply cap. As individual miners/validators/subnets fall
behind their peers, they earn a smaller share of declining emissions and eventually fail to earn above their
cost of capital relative to their staked TAO requirements.

● Miners aggregate various resources needed to produce machine intelligence (e.g. compute, data, electricity)
and respond to requests from validators. Miners who lack access to low-cost inputs and/or the technical
capabilities to produce useful intelligence from those inputs will quickly see rewards competed away.

● Validators query miners, rank the responses according to criteria set by subnet creators, and monetize the
responses offchain. Validators that are unable to develop viable (offchain) businesses will fail to earn above
their cost of capital, and eventually leave the network.

● Subnet creators design the incentive mechanisms that validators use to evaluate miner responses.
Successful subnets will allow for many validators to build profitable, real-world businesses on top of the
intelligence created by miners. Subnets where responses are not relevant to large end-markets, or where
miners earn rewards for low-quality responses, will see their rewards competed away.

How does Dynamic TAO drive defensibility? As competition on Bittensor intensifies, it becomes
impossible for any single actor to be competitive at designing, producing, and monetizing machine
intelligence. Validators own distribution, but cannot leave Bittensor without cutting off their customers’
access to the most competitive models; miners own infrastructure, but without Bittensor they cannot
monetize it across hundreds of AI apps at once; subnets own the incentive mechanism, but without
Bittensor they cannot get it into the hands of the best AI infrastructure providers and app developers.
Therefore, we believe the success of a single subnet is a sufficient condition for the success of TAO.

https://docs.taostats.io/docs/consensus
https://www.youtube.com/watch?v=kLK5bdFyAl4
https://www.youtube.com/watch?v=kLK5bdFyAl4
https://medium.com/@unconst/bit001-dynamic-tao-8ddc7a26dd62


3. Is a successful outcome already priced in?

Bittensor is currently the #32 highest-ranked token on Coingecko with a $3.4B market cap and $10B FDV.
It goes back and forth with $ASI - the token merger of FetchAI, Ocean Protocol, and SingularityNet - as
the most valuable token in decentralized AI. The high valuation is primarily a function of the core
community’s unwillingness to sell, given that Bittensor remains a non-consensus bet across crypto funds.
Public supporters include DCG, Polychain, Firstmark, Canonical, OSS, Syncracy and Collab+Currency.
Public detractors include investors and researchers from Van Eck, Multicoin, Compound, Galaxy Digital,
Delphi Digital, M31, and Blockworks. The most common criticisms are some combination of: 1) Bittensor’s
consensus mechanism is ultimately subjective, 2) the network does not directly incentivize “real” AI, and
3) TAO is an AI “memecoin” with no fundamentals.

In fact, Bittensor’s purported weakness - lack of objective consensus - is exactly what makes it special.
The ability to mobilize hundreds of millions of dollars worth of AI infrastructure and developer attention
on-demand massively expands the surface area of what creative entrepreneurs can accomplish. For any
problem that’s sufficiently well-defined, entrepreneurs can get double-digit monthly efficiency gains. As
the network attracts more resources, and learns to use those resources more efficiently, the applications
built on top of Bittensor will rival and eventually beat those built by the biggest centralized AI companies.

Looking at the current subnets with momentum, we expect Bittensor subnets to power apps with 1 million
end-users by the end of 2024, more than 10 million end-users by the end of 2025, and more than 100
million users by the end of 2026. Following the growth, investors’ consensus view on Bittensor will shift
from AI memecoin with no onchain consensus to the only smart contract platform capable of incentivizing
intersubjective value; new cohorts of app developers will be inspired to create products “Only Possible on
Bittensor”; and the fair value of the Bittensor network will re-rate to levels comparable to leading smart
contract platforms and AI companies. The Bittensor network gets stronger as it gets bigger.

Over a longer time frame, Bittensor has the potential to be bigger than anything in crypto today—
potentially even bigger than Bitcoin. While the latter was borne out of over-regulation of money, the former
is borne out of over-regulation of intelligence. At scale, Bittensor has the potential to become the most
liquid AI asset in the world, the highest-paying “employer” of AI talent in the world, the largest computing
cluster in the world, and - eventually - the most powerful intelligence in the world.

There are many criticisms of Bittensor in its current state which are accurate. There’s a meaningful
centralization at the physical layer which will require transitioning to proof-of-stake (expected 2025).
Several current or past subnets - especially those run by venture-backed teams - existed solely for the
purpose of extracting value from emissions (e.g., Nous Research or MyShell). There are weaknesses in
the consensus mechanism which make the network far less efficient than it could be (e.g., weight-copying
by validators). There’s been several chain halts for bugs and/or network attacks in the past year. There’s
fairly limited institutional support for custodying and/or staking TAO. However, we don’t see any of these
challenges - or their sum - as insurmountable for an ecosystem with as strong a flywheel as Bittensor.

https://www.coingecko.com/en/coins/bittensor
https://x.com/mattmaximo1
https://x.com/KyleSamani/status/1756769260708471232
https://x.com/0xsmac/status/1837725346164043981
https://x.com/howdymerry/status/1837728404067831959
https://x.com/Shaughnessy119/status/1836567469965873330
https://x.com/atterX_/status/1758664385076273153
https://x.com/EffortCapital/status/1758554994708480394
https://x.com/const_reborn/status/1837975797757575557
https://blog.bittensor.com/weight-copying-in-bittensor-422585ab8fa5
https://www.coindesk.com/tech/2024/07/03/bittensors-tao-slides-15-after-8m-wallet-drain-attack/


*** DISCLAIMERS ***

This letter has been prepared by EV3 Ventures LLC (“EV3 Ventures”). EV3 Ventures is providing this
letter for informational and discussion purposes only. The views and opinions expressed in this letter
reflect the views and opinions of EV3 Ventures as of the date hereof. EV3 Ventures reserves the right to
change or modify any of such views or opinions at any time and for any reason and expressly disclaims
any obligation to correct, update, or revise the information contained herein or to otherwise provide any
additional materials to any recipient of this letter.

All of the information contained herein is based on EV3 Ventures’ independent research and analysis and
publicly available information. EV3 Ventures does not make any representations regarding the accuracy,
completeness, or timeliness of any third party statements or information contained in this letter. This letter
does not purport to contain all information that may be relevant to an evaluation of any investment in the
digital assets described herein, any securities issued by any issuer described herein, or any other
investment opportunity. The contents of this letter are not intended to be and should not be viewed as or
relied upon as financial or investment advice.

Nothing in this letter should be taken as an indication of any current or future trading or voting intentions,
which may change at any time and from time to time, and which are reviewed on a continuing basis by
EV3 Ventures and determined based on various factors EV3 Ventures considers relevant. EV3 Ventures
expressly disclaims any obligation to notify or update any person of any changes to such trading or voting
intentions.

Certain statements contained in this letter are forward-looking statements including, but not limited to,
statements that are predictions of or indicate future events, trends, plans or objectives. Undue reliance
should not be placed on such statements because, by their nature, they are subject to known and
unknown risks, assumptions, and uncertainties. Specific forward-looking statements can be identified by
the fact that they do not relate strictly to historical or current facts and include, without limitation, words
such as "may," "will," "expects," "believes," "anticipates," "plans," "estimates," "projects," "targets,"
"forecasts," "seeks," "could," "should" or the negative of such terms or comparable terminology. There
can be no assurance that any idea or assumption herein is, or will be proven, correct. If one or more of
the risks or uncertainties materialize, or if EV3 Ventures’ underlying assumptions prove to be incorrect,
the actual results may vary materially from outcomes indicated by these statements. Accordingly, forward-
looking statements should not be regarded as a representation by EV3 Ventures that the future plans,
estimates, or expectations contemplated will ever be achieved.

This letter does not constitute an offer to sell, a solicitation of an offer to buy, or a recommendation to buy,
sell, or otherwise transact in any security, including, without limitation, any interest in any pooled
investment vehicle, fund, or other account managed by EV3 Ventures (an “EV3 Fund”). Any offer to
purchase an interest in an EV3 Fund may only be made at the time a qualified offeree receives the
confidential memorandum and other offering documents. No agreement, commitment, understanding, or
other legal relationship exists or may be deemed to exist between EV3 Ventures and any other person
solely by virtue of such person’s direct or indirect receipt of this letter.


